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• Evidence demonstrates that we are 
nearing the end of Moore’s Law

• Put differently, we are ending the fifth 
wave of computing, and entering the sixth 
wave

• Predictions for next decade

• Possible sixth wave technologies

• Implications, warnings, and opportunities

Overview

http://spectrum.ieee.org/img/NEW31965AprIntel300-1430139827044.jpg

http://spectrum.ieee.org/geek-life/history/moores-law-milestones



End of Moore’s Law
Really ??
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Contemporary devices are approaching fundamental limits

I.L. Markov, “Limits on fundamental limits to computation,” Nature, 512(7513):147-54, 

2014, doi:10.1038/nature13570.
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Semiconductors are taking longer and cost more to design and 
produce

Economist, Mar 2016

http://www.anandtech.com/show/10183/intels-tick-tock-seemingly-dead-becomes-process-architecture-optimization
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Semiconductor business is highly process-oriented, optimized, and 
growing extremely capital intensive

EE Times

By 2020, current cost trends will lead to an average cost of between $15 billion 
and $20 billion for a leading-edge fab, according to the report. By 2016, the 

minimum capital expenditure budget needed to justify the building of a new fab 
will range from $8 billion to $10 billion for logic, $3.5 billion to $4.5 billion for 
DRAM and $6 billion to $7 billion for NAND flash, according to the report.

Context: Intel Reports Full-Year Revenue of $55.4 Billion, Net Income of $11.4 Billion 

(Intel SEC Filing for FY2015)

http://www.icinsights.com/
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Business climate reflects this uncertainty, cost, complexity: 
consolidation
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Past decade has seen an increase in processor/node architectural 
complexity in order to provide more performance per watt

http://www.techpowerup.com/img/15-08-18/77a.jpg

AMD Dual Core

Intel Skylake

NVIDIA Pascal

http://www.techpowerup.com/img/15-08-18/77a.jpg
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• Device level physics will prevent much 
smaller level design of current transistor 
technologies 

• Business trends indicate asymptotic limits 
of both manufacturing capability and 
economics

• Architectural complexity is growing in 
unbounded (and often unfortunate) 
directions

• Fortunately, our HPC community has been 
driving the additional dimension of 
parallelism for several decades

End of Moore’s Law ?? 

Economist, Mar 2016



Put differently, we are ending 
the fifth wave of computing 
and entering the sixth wave



15

Five Waves of Computing

We 
are 

here

http://www.kurzweilai.net/exponential-growth-of-computing
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• Why replaced?

– Performance

– Fixed program

Mechanical

By Rama - Own work, CC BY-SA 2.0 fr, https://commons.wikimedia.org/w/index.php?curid=3403540
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Electromechanical Relay – Z1 by Konrad Zuse – circa 1936

http://history-computer.com/ModernComputer/Relays/Zuse.html
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Electronic Computer : ENIAC

http://history-computer.com/ModernComputer/Electronic/ENIAC.html

It could perform 5000 addition cycles a second and do the work of 50000 people working 
by hand. In thirty seconds, ENIAC could calculate a single trajectory, something that 
would take twenty hours with a desk calculator or fifteen minutes on the Differential 
Analyzer. 

ENIAC required 174 kilowatts of power to run. It contained 17468 vacuum tubes, 1500 
relays, 500000 soldered joints, 70000 resistors and 10000 capacitors-circuitry. The clock 
rate was 100 kHz. Input and output via an IBM card reader and card punch and tabulator.
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• Bell Labs demonstrates first transistor in 
1947.

• University of Manchester demonstrations 
first operational Transistor Computer in 
1953

– 92 point-contact transistors and 550 diodes

• IBM, Philco, Olivetti commercialize 
transistorized large-scale computers

• Non IC Architectures popular through 
1968

Transistor

Public Domain, https://commons.wikimedia.org/w/index.php?curid=554340
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• Demonstrated by Kilby in 1958

– Kilby won the 2000 Nobel Prize in Physics

• Fairchild Semiconductor

– developed own idea of an integrated circuit 
that solved many practical problems Kilby's
had not (silicon v. germanium)

– was also home of the first silicon-gate IC 
technology with self-aligned gates, the basis of 
all modern CMOS computer chips. 

Integrated Circuits

http://www.techpowerup.com/img/15-08-18/77a.jpg

http://spectrum.ieee.org/img/NEW31965AprIntel300-1430139827044.jpg

http://spectrum.ieee.org/geek-life/history/moores-law-milestones
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• Supercomputers have pushed the 
boundaries using parallelism

– CDC

– Cray Vector

– MPP

– Clusters (killer micro)

– Shared memory multicore

– Heterogeneous

• In fact, parallelism has provided most of 
our recent progress

Remember that our community (Supercomputing) has added the 
dimension of scalable parallelism beyond Moore’s Law 
– several times over
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Sixth Wave of Computing

http://www.kurzweilai.net/exponential-growth-of-computing

Transition 
Period

6th wave



What is in store for the Transition 
Period (Next Decade) ??
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• Accelerators and SoCs already dominate 
multiple markets

• Vendors, lacking Moore’s Law, will need to 
continue to offer new products (to stay in 
business)

– Grant that advantage of better CMOS process 
stalls

– Use the same transistors differently to 
enhance performance

• Architectural design will become extremely 
important, critical

– Address new parameters for benefits/curse of 
Moore’s Law

#1: Architectural specialization will continue and accelerate

Source: Delagi, 

ISSCC 2010
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Co-designing architectures for very specific applications can produce 
profound performance improvements: Anton can offer 100-1000x

http://www.wired.com/2016/05/google-tpu-custom-chips/
D.E. Shaw, M.M. Deneroff, R.O. Dror et al., “Anton, a special-purpose machine for molecular dynamics 

simulation,” Communications of the ACM, 51(7):91-7, 2008.

NVIDIA Pascal
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#2: Continue finding new opportunities for hierarchical parallelism

• Expect no gain from transistors

• Specialization and commodity systems will 
need to use parallelism at all levels effectively

– Continuing this trend!

• However, interconnection networks and 
memory systems must increase capacity 
and bandwidth (with no real improvements in 
latency)

– Optical networks

– Silicon photonics

– Non-volatile memory



31

#3: Tighter integration and manufacturing of components will provide 
some benefits: components with different processes, functionality; 
local bandwidth

HotChips 27, Altera Stratix 10
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Improved Stacking, Vias, Communication Techniques

HotChips 26, ThruChip
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• Even today, we do not have a 
portable solution for applications 
scientists to prepare for systems 
arriving soon

• No solutions for portable use of 
NVM, threading, HBM, …

• Scientists may have decades of 
investment in existing software
– DOE Climate modeling application is 

nearly 3M lines of code!

– Must run across available 
architectures

#4: Software and applications will struggle to survive
System 

attributes

NERS

C

Now

OLCF

Now

ALCF 

Now

NERSC

Upgrade

OLCF

Upgrade
ALCF Upgrades

Planned 

Installation
Edison TITAN MIRA

Cori

2016

Summit

2017-2018

Theta

2016

Aurora

2018-2019

System peak (PF) 2.6 27 10 > 30 150 >8.5 180 

Peak Power (MW) 2 9 4.8 < 3.7 10 1.7 13

Total system 

memory
357 TB 710TB 768TB

~1 PB DDR4 +

High 

Bandwidth 

Memory 

(HBM)+1.5PB 

persistent 

memory 

> 1.74 PB 

DDR4 + 

HBM + 2.8 

PB 

persistent 

memory

>480 TB DDR4 

+ High 

Bandwidth 

Memory (HBM)

> 7 PB High 

Bandwidth On-

Package 

Memory Local 

Memory and 

Persistent 

Memory

Node performance 

(TF)
0.460 1.452 0.204 > 3 > 40 > 3 > 17 times Mira

Node processors

Intel 

Ivy 

Bridge 

AMD 

Opter

on

Nvidia

Kepler  

64-bit 

PowerP

C A2

Intel Knights 

Landing  many 

core CPUs 

Intel Haswell

CPU in data 

partition

Multiple IBM 

Power9 

CPUs &

multiple 

Nvidia Voltas 

GPUS

Intel Knights 

Landing Xeon 

Phi many core 

CPUs

Knights Hill 

Xeon Phi many 

core CPUs  

System size 

(nodes)

5,600 

nodes

18,68

8

nodes

49,152

9,300 nodes

1,900 nodes in 

data partition

~3,500

nodes
>2,500 nodes >50,000 nodes

System 

Interconnect 
Aries

Gemin

i

5D 

Torus
Aries

Dual Rail 

EDR-IB
Aries

2nd Generation 

Intel Omni-Path 

Architecture

File System

7.6 PB

168 

GB/s,

Lustre®

32 PB

1 

TB/s,

Lustre
®

26 PB

300 

GB/s 

GPFS™

28 PB

744 GB/s 

Lustre®

120 PB

1 TB/s

GPFS™

10PB, 210 

GB/s Lustre 

initial

150 PB

1 TB/s

Lustre®

Complexity α T
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This challenge will impact all areas of computing: HPC, Cloud, 
Laptop,…

D.A. Reed and J. Dongarra, “Exascale computing and big data,” Communications of the ACM, 58(7):56-68, 2015, doi:10.1145/2699414.
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• Three decades of alternative technologies 
have fallen victim to ‘curse of Moore's 
law’: general CPU performance 
improvements without any software 
changes

– Weitek Floating Point accelerator (circa 1988)

– Piles of other types of processors: clearspeed, 

– FPGAs

• Some of these technologies found a 
specific market to serve

– But most failed

• Now, the parameters have changed!

#5: Exploration of alternative, potentially disruptive technologies will 
thrive

https://micro.magnet.fsu.edu/optics/olympusmicd/galleries/chips/weitekmathmedium.html

http://www.clearspeed.com



Sixth Wave of Supercomputing:
Possible Technology Pathways
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• New digital electronics
– CNT, memristors, etc

– Mass customization

– Reconfigurable computing

– Millivolt Switches

– Superconducting electronics (Cryoelectronics)

• Alternative memory systems including non-volatile 
memory

• Spintronics

• Silicon photonics and optical networks

• Neuromorphic and brain-inspired computing

• Quantum computing

• Probabilistic and stochastic computing

• Approximate computing

• etc

• Focus on DOE interests and investments

– Non-volatile memory

– Neuromorphic computing

– Quantum computing

Candidates are flourishing

http://blogs-images.forbes.com/erikkain/files/2012/03/avatar.jpg
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• HMC, HBM/2/3, LPDDR4, GDDR5X, 
WIDEIO2, etc

• 2.5D, 3D Stacking

• New devices (ReRAM, PCRAM, STT-MRAM, 
Xpoint)

• Configuration diversity

– Fused, shared memory

– Scratchpads

– Write through, write back, etc

– Consistency and coherence protocols

– Virtual v. Physical, paging strategies

#1: Memory Systems

http://gigglehd.com/zbxe/files/attach/images/1404665/988/406/011/788d3ba1967e2db3817d259d2e83c88e_1.jpg

https://www.micron.com/~/media/track-2-images/content-images/content_image_hmc.jpg?la=en

H.S.P. Wong, H.Y. Lee, S. Yu et al., “Metal-oxide RRAM,” 

Proceedings of the IEEE, 100(6):1951-70, 2012.

J.S. Vetter and S. Mittal, “Opportunities for Nonvolatile Memory Systems in Extreme-Scale High Performance 

Computing,” CiSE, 17(2):73-82, 2015.

http://gigglehd.com/zbxe/files/attach/images/1404665/988/406/011/788d3ba1967e2db3817d259d2e83c88e_1.jpg
https://www.micron.com/~/media/track-2-images/content-images/content_image_hmc.jpg?la=en
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Emerging Memory Technologies : Nonvolatile Memory
Jeffrey Vetter, ORNL

Robert Schreiber, HP Labs

Trevor Mudge, University of Michigan 

Yuan Xie, Penn State University

SRAM DRAM eDRAM 2D 

NAND 

Flash

3D 

NAND 

Flash

PCRAM STTRAM 2D 

ReRAM

3D 

ReRAM

Data Retention N N N Y Y Y Y Y Y

Cell Size (F2) 50-200 4-6 19-26 2-5 <1 4-10 8-40 4 <1

Minimum F demonstrated 

(nm)

14 25 22 16 64 20 28 27 24

Read Time (ns) < 1 30 5 104 104 10-50 3-10 10-50 10-50

Write Time (ns) < 1 50 5 105 105 100-300 3-10 10-50 10-50

Number of Rewrites 1016 1016 1016 104-105 104-105 108-1010 1015 108-1012 108-1012

Read Power Low Low Low High High Low Medium Medium Medium

Write Power Low Low Low High High High Medium Medium Medium

Power (other than R/W) Leakage Refresh Refresh None None None None Sneak Sneak

Maturity

http://ft.ornl.gov/trac/blackcomb

IBM TLC PC
Intel/Micron Xpoint?

http://ft.ornl.gov/trac/blackcomb
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NVRAM Technology Continues to Improve – Driven by Market Forces

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
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As NVM improves, it is working its way toward the processor core

Caches

Main Memory

I/O Device

HDD

• Newer technologies improve 
– density, 

– power usage, 

– durability

– r/w performance

• In scalable systems, a variety of 
architectures exist
– NVM in the SAN

– NVM nodes in system

– NVM in each node

• Expect energy efficient, cheap, vast 
capacity
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• Concept and term developed by Carver 
Mead in late 1980s describing use of 
electronic (analog) circuits to mimic neuro-
biological architectures

– Neurons and synapses

• Why?

– Energy, space efficiency

– Plasticity, Flexible of dynamic learning

• Examples of recent work

– IBM True North chip

– Human Brain Project: SpiNNaker chip

#2: Brain-inspired or Neuromorphic Computing

P.A. Merolla, J.V. Arthur, R. Alvarez-Icaza et al., “A million spiking-neuron integrated 

circuit with a scalable communication network and interface,” Science, 345(6197):668-

73, 2014, doi:10.1126/science.1254642.
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IBM True North
• Simulates complex neural networks

– 5.4B transistors / CMOS

– One million individually programmable neurons--
sixteen times more than the current largest 
neuromorphic chip

– 256 million individually programmable synapses on 
chip which is a new paradigm

– 5.4B transistors.  By device count, largest IBM chip 
ever fabricated, second largest (CMOS) chip in the 
world

– 4,096 parallel and distributed cores, interconnected 
in an on-chip mesh network

– Over 400 million bits of local on-chip memory (~100 
Kb per core) to store synapses and neuron 
parameters

• Can be scaled with inter-chip communication 
interface

• 70mW total power while running a typical 
recurrent network at biological real-time, four 
orders of magnitude lower than a conventional 
computer running the same network

• NN trained offline

http://www.research.ibm.com/articles/brain-

chip.shtml

By DARPA SyNAPSE - http://www.darpa.mil/NewsEvents/Releases/2014/08/07.aspx, Public Domain, 

https://commons.wikimedia.org/w/index.php?curid=34614979
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• Modelling spiking neural networks

• Excellent energy efficiency

• Globally Asynchronous Locally Synchronous 
(GALS) system with 18 ARM968 processor 
nodes residing in synchronous islands, 
surrounded by a light-weight, packet-
switched asynchronous communications 
infrastructure.

• Eventual goal is to be able to simulate a single 
network consisting of one billion simple 
neurons, requiring a machine with over 
50,000 chips.

• Programmed with Neural Engineering 
Framework

• Demonstrated on vision, robotic tasks

SpiNNaker of Human Brain Project

http://apt.cs.manchester.ac.uk/projects/SpiNNaker/SpiNNchip/

E. Painkras, L.A. Plana, J. Garside et al., “SpiNNaker: A 1-W 18-Core System-on-Chip for Massively-Parallel Neural 

Network Simulation,” IEEE Journal of Solid-State Circuits, 48(8):1943-53, 2013, doi:10.1109/JSSC.2013.2259038.
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#3: Quantum Computing/Annealing
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Designs strategies abound

K.M. Svore, A.V. Aho, A.W. Cross, I. Chuang, and I.L. Markov, “A layered software architecture for quantum 
computing design tools,” IEEE Computer, 39(1):74-83, 2006, doi:10.1109/MC.2006.4.
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D-wave has operational Adiabatic Quantum Computer for solving 
optimization applications

B. Lucas, ISI, 2015

We are evaluating these platforms now: http://www.csm.ornl.gov/workshops/ascrqcs2015/index.html 



Summary
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Disruption in Computing Stack (== research opportunities)

Layer Switch, 3D NVM Approximate Neuro Quantum

Application 1 1 2 2 3

Algorithm 1 1 2 3 3

Language 1 2 2 3 3

API 1 2 2 3 3

Arch 1 2 2 3 3

ISA 1 2 2 3 3

Microarch 2 3 2 3 3

FU 2 3 2 3 3

Logic 3 3 2 3 3

Device 3 3 2 3 3
Adapted from IEEE Rebooting Computing Chart
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Take Away Messages

1. Moore’s Law is definitely ending for either economic or technical reasons

2. Specialization – use the same transistors differently

3. Architecting effective solutions will be critical

4. CMOS continues indefinitely

5. Parallelism – our area of expertise – will continue to be the major contributor to 
performance improvements in HPC, enterprise for moving forward for the next decade

1. Interconnect and memory bandwidth and capacity will need to improve

6. Our community should aggressively pursue disruptive technologies
1. Some technologies could disrupt entire stack

7. Tremendous challenges in deploying these technologies with existing software
1. Many opportunities to provide new software frameworks for fundamental computer science 

problems: resource management, mapping, programming models, portability, etc.

8. Start talking to your colleagues in physics, chemistry, electrical engineering, etc

9. If applications suffer, so will we!
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2016 Post-Moores Era Supercomputing Workshop @ SC16

• https://j.mp/pmes2016

• @SC16

• Position papers due June 17

https://j.mp/pmes2016
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